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Abstract—As one of the most widely installed utility-scale
storage facilities, pumped storage hydro (PSH) plays an essential
role in providing flexibility for power systems worldwide. Thus,
to accurately quantify the flexibility of PSH units in operational
optimization problems is important. The conventional PSH mod-
els in the literature rarely consider detailed state transitions due
to their hourly-based settings. However, it becomes imperative
for operational optimization on short-term intervals, especially
with increasing shares of renewable energy in power systems. To
this end, this paper presents a novel deterministic PSH model
that considers the transition time and trajectory between three
states of PSH units in look-ahead dispatch. Moreover, to better
characterize the varying efficiency of PSH units with water
head and flow rate, this paper proposes to model detailed head-
dependent efficiency curves (hereafter called input-output curves)
in look-ahead dispatch, which encounters heavy computational
burdens when short time intervals are applied. In this work,
a zig-zag piece-wise linear approximation method is used for
input-output curve modeling. This can enable an accurate quan-
tification for variable efficiency and head dependence in a com-
putationally effective manner. Numerical results are presented to
show performances of the proposed PSH model in both flexibility
quantification and computation time.

Index Terms—Pumped storage hydro, state transition, input-
output curve, look-ahead dispatch.

NOMENCLATURE

Indices and Sets
t Index for time periods.
b, l Index for buses and transmission lines.
g, h, w, d Index for generators, PSH units, wind farms,

and loads.
T Set of time periods in look-ahead horizon.
G,H,W,D Set of generators, PSH units, wind farms, and

loads.
Hr Set of PSH units connected to reservoir r.
Lbfrom,Lbto Set of transmission lines from and to bus b.
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·b Set of equipment · at bus b.

Parameters

δt Length of a time period [h].
Dd,t Power consumption of load d during time pe-

riod t [MW].
Ww,t Power output from wind farm w during time

period t [MW].
xl Reactance of transmission line l [p.u.].
Fl Power rating of transmission line l [MW].
ag, bg, cg Coefficients of quadratic generation cost func-

tion for unit g [$/h, $/MWh, $/MW2h].
I Number of pieces in generation cost piece-wise

linear approximation.
βig, γ

i
g Coefficients of piece-wise linear generation

cost for unit g in the i-th piece [$/MW, $].
ûg,t Unit commitment decision for unit g during

time period t.
P g (P g) Maximum (minimum) power for unit g [MW].
RUg(RDg) Upward (downward) ramp rate limit for unit g

[MW/h].
cg
h (cp

h) Generating (pumping) cost for PSH unit h
[$/MWh].

cig
h (cip

h , cpg
h , Transition cost from idle to generating (idle to

cgp
h ) pumping, pumping to generating, and generat-

ing to pumping) for PSH unit h [$].
P

g
h (P

p
h) Power rating for PSH unit h in generating

(pumping) state [MW].
P g
h (P p

h) Minimum technical power for PSH unit h in
generating (pumping) state [MW].

TTig
h (TTip

h , Time periods required for state transitions of
TTgi

h , TTpi
h , PSH unit h from idle to generating (idle to p-

TTgp
h , TTpg

h ) umping, generating to idle, pumping to idle,
generating to pumping, and pumping to gener-
ating).

p̂ig
h,t (p̂ip

h,t, Power trajectories for corresponding state tran-
p̂gi
h,t, p̂

pi
h,t, sitions of PSH unit h [MW].

p̂gp
h,t, p̂

pg
h,t)

UTg
h (UTp

h) Minimum on-line time periods for PSH unit h
in generating (pumping) state.

DTh Minimum off-line time periods for PSH unit h.
∆gp
h (∆pg

h ) Indices of the last points before crossing zero in
generating to pumping (pumping to generating)
transition trajectory.

V r (V r) Lower (upper) volume bound for reservoir
r [m3]. Similarly, V r,|T | (V r,|T |) represents
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lower (upper) volume bound for reservoir r at
the end of look-ahead horizon [m3].

vr,0 Initial volume for reservoir r [m3].
mg,mp, n Numbers of discretization points on the gen-

erating flow rate, pumping power, and volume
axis. The numbers of pieces are mg − 1,mp −
1, n− 1, respectively.

rg, rp, s Sizes of variables ςg
k, ςp

k′ , and ζl.
(q̂g
i , v̂j , p̂

g
i,j) Points obtained from mg × n discretization of

the generating input-output curve.
(p̂p
i , v̂j , q̂

p
i,j) Points obtained from mp × n discretization of

the pumping input-output curve.
Cr Coefficient matrix for zig-zag formulations.
Cri,k Entry in row i and column k of matrix Cr.
Decision Variables
θb,t Voltage phase angle for bus b during time

period t [rad].
fl,t Power flow for branch l during time period t

[MW].
pg,t Power output from unit g during time period t

[MW].
wcw,t Wind curtailment power for wind farm w dur-

ing time period t [MW].
ψg,t Cost for unit g during time period t [$].
ug
h,t (up

h,t, Binary status variables that indicate PSH unit
ui
h,t) h is in generating (pumping, and idle, respec-

tively) state during time period t, i.e., ug
h,t = 1

when the unit is in generating state, and ug
h,t =

0 otherwise.
wig
h,t (wip

h,t, Binary variables that indicate state transition of
wgi
h,t, w

pi
h,t, PSH h from idle to generating (idle to pump-

wgp
h,t, w

pg
h,t) ing, generating to idle, pumping to idle, gen-

erating to pumping, and pumping to generat-
ing, respectively) during time period t, i.e.,
wig
h,t = 1 when the state is transited from idle

to generating, and wig
h,t = 0 otherwise.

ph,t Network injection power from PSH unit h
during time period t [MW].

pg
h,t (pp

h,t) Generating (pumping) power from (to) PSH
unit h during time period t [MW].

qg
h,t (qp

h,t) Flow rates for PSH unit h during time period
t in generating (pumping) state [m3/s].

vr,t Volume of reservoir r during time period t
[m3].

φg(p)
i,j Convex combination coefficient variable for

zig-zag formulations (subscript h, t omitted).
ςg
k, ς

p
k′ , ζl Binary decision variables for binary zig-zag

(ZZB) formulation (subscript h, t omitted).
ς̃g
k, ς̃

p
k′ , ζ̃l Integer decision variables for integer zig-zag

(ZZI) formulation (subscript h, t omitted).
zg(p)

1 , zg(p)
2 Binary decision variables for triangular selec-

tions (subscript h, t omitted).
Ancillary Variables
ũg
h,t (ũp

h,t, Binary status variables that indicate PSH unit
ũi
h,t) h is in generating (pumping, and idle, respec-

tively) state but not in any transition process
during time period t.

p̃g
h,t (p̃p

h,t) Component of generating (pumping) power
that excludes transition trajectory for PSH unit
h during time period t [MW].

I. INTRODUCTION

PUMPED storage hydro (PSH) is one of the most widely
installed utility-scale energy storage since its first use

in the 1900s. According to DOE Global Energy Storage
Database, the installed capacity of PSH reaches 181.1 GW in
power systems worldwide as of January 2020, and it accounts
for 94.8% of storage stations in terms of power rating [1]. With
increasing shares of renewable energy in power systems, PSH
can potentially offer its flexibility to address the intermittent
power generation especially in short-term operations. Recently,
look-ahead dispatch has drawn increasing attention by inde-
pendent system operators [2], [3]. To exploit the flexibility of
PSH, it is important to model PSH units in look-ahead dispatch
with accurate flexibility quantification.

In the literature, PSH units are usually modeled as a mixed-
integer representation using two [4]–[7] or three [8]–[10]
binary variables for each unit and each time period. Recently,
a configuration based PSH model was further proposed in [11]
for day-ahead markets. Most previous optimizations are based
on hourly time intervals, thus state transition behaviors are
usually ignored in these PSH models. The state transition
process of most PSH units can be implemented within an
hour even for the most time-consuming generating to pumping
transition. To better capture behaviors of intermittent power
sources, shorter time intervals are required for operation
models. As indicated in Table I, considering state transition
time of PSH is of importance for real-time operation that
typically runs at 5-minute intervals. It becomes particularly
necessary for fixed speed PSH technology and for state tran-
sitions involving pumping. Moreover, the modeling of state
transition trajectories can enable a more accurate flexibility
quantification for PSH, especially when the fluctuations and
the resulting power ramp rate of renewable energy sources are
high.

Based on experiences of modeling traditional thermal units
[14], [15] and combine cycle units [16] [17] in the literature,
a novel PSH model that can quantify transition features of
PSH units is proposed in this work. Importantly, we also
investigated the value of our proposed model when short-term
behaviors of intermittent energy sources are considered. In the
case study, we will show how our proposed model differs from
previous models in the flexibility performance of PSH units.

TABLE I
TYPICAL TRANSITION TIME FOR FIXED SPEED PSH

transition
reference [12] reference [13]

normal FS1 advanced FS extra fast
response FS

idle to generating 1− 5 min 1.5 min 1.3 min
idle to pumping 3− 30 min 5.7 min 2.7 min

generating to pumping 5− 40 min 7.0 min 4.0 min
pumping to generating 2− 20 min 3.2 min 1.5 min

1 FS represents fixed speed PSH.
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In contrast to models that consider constant generating and
pumping efficiencies, an input-output curve describes the rela-
tion between electric power, flow rate, and water head/volume,
which can model various losses during the water-power con-
version process. It is also referred to as hydropower production
function in related literature. As the upper reservoir is usually
a pond, most PSH units are head-dependent. In [5], a head-
dependent PSH optimization model was proposed, which
shows head effects on both of the generating and pumping
states of the PSH units. Similar modeling methods have also
been investigated in related hydropower literature. Piece-wise
linear approximation methods can formulate the nonlinear
input-output curve in a mixed-integer linear manner, which can
be efficiently solved by on-the-shelf commercial solvers. In
[18], a single variable piece-wise linear approximation method
is performed by fixing multiple head levels, then electric power
is estimated from a function that corresponds to a close head
level. Authors of [19] and [20] further extended the three-
piece case in [18] to general forms. A recent work in [21]
summarized the piece-wise linear approximation approaches
for conventional hydro production function modeling, and con-
cluded the method proposed in [22] has the best performance.

Modeling the input-output curve could accurately quantify
variable efficiency and head dependence for PSH units. How-
ever, when using shorter time intervals in optimizations, mod-
eling the input-output curve encounters heavy computational
burdens. In light of [23], we formulate the piece-wise linear
input-output curve by using zig-zag approximation method,
which can make the formulation stronger.

The contributions of this work are summarized as follows,
• We propose a novel deterministic PSH model for op-

timizations with sub-hourly time intervals. It considers
detailed transition times and trajectories between pump-
ing, generating, and idle states to capture the short-
term behavior of PSH units. The proposed model can
appropriately quantify the flexibility of PSH in wind
power ramp events.

• We use a zig-zag piece-wise linear approximation method
to model the input-output curve of PSH units, in order
to address the computational burdens which would result
from accurately modeling variable efficiency and head
dependence features of water-power conversions.

II. PROBLEM FORMULATION CONSIDERING DETAILED
STATE TRANSITION

A. Look-Ahead Dispatch Framework

The mathematical model presented in this section is for-
mulated for look-ahead dispatch, the framework of which
has been extensively studied in the literature. Look-ahead
dispatch can improve the efficiency and reliability of dispatch
in renewable energy integrated power systems [24]. The look-
ahead time frame of look-ahead dispatch is usually in a few
hours. As a trade-off between performance and computation
time, one hour is chosen in the case study of this work.

The interactions of look-ahead dispatch and day-ahead
unit commitment (UC) can be achieved as follows: 1) Day-
ahead UC decisions are applied to look-ahead dispatch for

conventional generators. As PSH units are flexible to adjust,
their operational decisions can be optimized in look-ahead
dispatch. 2) For intertemporal water volume constraints of
PSH units, in this paper we define bounds for volume at
the end of look-ahead horizon. The bounds are determined
according to day-ahead water volume solutions. An alternative
option is to define a value-of-water function in the objective
function [24], [25]. Our formulation can be easily adapted for
this implementation.

B. Objective Function

As shown in (1), the objective function of look-ahead
dispatch is the sum of generator cost (term a) and PSH cost
(term b-1 and term b-2) in the optimization horizon. Generator
cost ψg,t is approximated by a piece-wise linear function in
(5c). PSH cost consists of pumping/generating cost (term b-1)
and state transition cost (term b-2).

min
∑
g∈G

∑
t∈T

ψg,t(pg,t)︸ ︷︷ ︸
term a

+
∑
h∈H

∑
t∈T

[
(cg
h · p

g
h,t + cp

h · p
p
h,t) · δt︸ ︷︷ ︸

term b-1

+ cig
h · w

ig
h,t + cip

h · w
ip
h,t + cpg

h · w
pg
h,t + cgp

h · w
gp
h,t︸ ︷︷ ︸

term b-2

]
(1)

C. System Constraints

1) System Balance Constraints: The power balance con-
straints for all the buses and periods are expressed in (2).∑

l∈Lb
to

fl,t−
∑
l∈Lb

from

fl,t +
∑
g∈Gb

pg,t +
∑
h∈Hb

ph,t =

∑
d∈Db

Dd,t −
∑
w∈Wb

(Ww,t − wcw,t) (2)

2) Transmission Line Constraints: The DC power flow and
transmission line limit constraints are modeled in (3a) and
(3b), respectively, wherein l = (bfrom, bto).

fl,t = (θbfrom,t − θbto,t) /xl (3a)
−Fl ≤ fl,t ≤ Fl (3b)

D. Other Generator Constraints

1) Wind Curtailment Constraints: The upper and lower
bounds for curtailed wind power are expressed in (4).

0 ≤ wcw,t ≤Ww,t (4)

2) Conventional Generator Constraints: The upper and
lower bounds, which are time-variant due to their dependence
on day-ahead UC decisions ûg,t, can be represented in (5a)
for generators. Upward and downward ramp rate limits are
expressed in (5b). As shown in (5c), we use piece-wise
linear approximation to model the quadratic cost function
ψg,t(pg,t) = (agûg,t + bgpg,t + cgp

2
g,t) · δt.

P g · ûg,t ≤ pg,t ≤ P g · ûg,t (5a)
−RDg · δt · ûg,t ≤ pg,t − pg,t−1 ≤ RUg · δt · ûg,t (5b)

βig · pg,t + γig · ûg,t ≤ ψg,t ∀i ∈ [1, I]Z (5c)
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E. PSH Constraints

1) State Transition Logic: In order to ease our detailed state
transition modeling, we formulate the transition logic based
on the PSH model in [11]. Three binary variables ug

h,t, u
p
h,t

and ui
h,t are defined to represent the generating, pumping and

idle states of PSH unit h, respectively. Six state transition
variables are also introduced. A mutually exclusive relation is
established in (6a), which ensures each PSH operates on one
of the aforementioned states during each time period. Equation
(6b) guarantees at most one state transition is allowed during
each time period. The logic relations between state variables
and transition variables are model in (6c)-(6e). As shown in
Fig. 1a, transition variables wip

h,t and wpi
h,t are on when state

transition happens.
ug
h,t + up

h,t + ui
h,t = 1 (6a)

wig
h,t + wip

h,t + wgi
h,t + wpi

h,t + wgp
h,t + wpg

h,t ≤ 1 (6b)

ug
h,t − u

g
h,t−1 = wig

h,t + wpg
h,t − w

gi
h,t − w

gp
h,t (6c)

up
h,t − u

p
h,t−1 = wip

h,t + wgp
h,t − w

pi
h,t − w

pg
h,t (6d)

ui
h,t − ui

h,t−1 = wgi
h,t + wpi

h,t − w
ig
h,t − w

ip
h,t (6e)

2) State Transition Time: Considering the state transit pro-
cess, we exclude the transition time periods from the status
variables. For the generating mode, ũg

h,t is defined to indicate
whether pg

h,t reaches the minimum technical power P g
h, and

can be adjusted within [P g
h, P

g
h]. For the pumping mode, ũg

h,t

is used to indicate whether pp
h,t reaches the minimum technical

power P p
h for adjustable speed PSH, or the fixed pumping

power P
g
h for fixed speed PSH. For the idle mode, we trivially

define ũi
h,t = ui

h,t. As shown in Fig. 1a, ug
h,t = 1 holds

for time periods 3-12, while ũg
h,t = 1 applies only when

pp
h,t reaches P

g
h, i.e., time periods 6-10. When considering

a pumping-to-generating transition, as shown in Fig. 1b, the
transition time periods 12-13 are excluded for both ũp

h,t and
ũg
h,t. The detailed expression of ũg

h,t, ũ
p
h,t, and ũi

h,t are shown
in (7a), (7b), and (7c), respectively.

ũg
h,t

∆
= ug

h,t −
TTig

h∑
τ=1

wig
h,t−τ+1 −

TTgi
h∑

τ=1

wgi
h,t−τ+TTgi

h+1

−
∆gp

h∑
τ=1

wgp
h,t−τ+∆gp

h +1
−

TTpg
h∑

τ=∆pg
h +1

wpg
h,t−τ+∆pg

h +1
(7a)

ũp
h,t

∆
= up

h,t −
TTip

h∑
τ=1

wip
h,t−τ+1 −

TTpi
h∑

τ=1

wpi
h,t−τ+TTpi

h+1

−
TTgp

h∑
τ=∆gp

h +1

wgp
h,t−τ+∆gp

h +1
−

∆pg
h∑

τ=1

wpg
h,t−τ+∆pg

h +1
(7b)

ũi
h,t

∆
= ui

h,t (7c)

where ∆gp
h and ∆pg

h represent the indices of the last points
before crossing zero in generating and pumping trajectories,
respectively. The mathematical definitions are expressed in
(8a) and (8b).

∆gp
h = max

τ

{
τ : τ ∈ [1,TTh]Z, p̂

gp
h,τ ≥ 0

}
(8a)

0 0 0 0 0 0 0 0 0 0

0

1

0

0

0

0

0 1 1 1 1 1 1 1 1

1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 1

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0

1

0

0

0

0

0

1 0 0 0

0 1 1 1

0 0 0 0

0 0 0 0

0 0 0 0

0 1 0 0

(a)

0 0 0 0 0 0 0 0 0 0

0

1

0

0

0

0

0 1 1 1 1 1 1 1 1

1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 1

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 1 1 1 1

1

0

0

0

0

0

0 0 0 0

0 0 0 0

0 1 1 1

0 0 0 0

0 0 0 0

1 0 0 0

(b)

Fig. 1. Illustrative examples for state transition logic, time periods and
trajectories in a fixed speed PSH unit: (a) an example for idle-to-pumping
and pumping-to-idle transitions; (b) an example that includes pumping-to-
generating transition.

∆pg
h = max

τ

{
τ : τ ∈ [1,TTpg

h ]Z, p̂
pg
h,τ ≤ 0

}
(8b)

With the definition of ũg
h,t, the minimum on-line time

constraint for the generating state can be expressed in (9a).
This constraint follows the modeling idea in [14], and is further
extended considering multiple transition variables and transi-
tion time. Analogously, (9b) and (9c) represent the minimum
on-line time constraint for the pumping state and the minimum
off-line time constraint, respectively.

t−TTig
h∑

τ=t−(TTig
h+UTg

h)+1

wig
h,τ+

t−(TTpg
h−∆pg

h )∑
τ=t−(TTpg

h−∆pg
h+UTg

h)+1

wpg
h,τ ≤ ũ

g
h,t (9a)
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t−TTip
h∑

τ=t−(TTip
h+UTp

h)+1

wip
h,τ+

t−(TTgp
h−∆gp

h )∑
τ=t−(TTgp

h−∆gp
h+UTp

h)+1

wgp
h,τ ≤ ũ

p
h,t (9b)

t∑
τ=t−DTh+1

wgi
h,τ +

t∑
τ=t−DTh+1

wpi
h,τ ≤ ũ

i
h,t (9c)

3) Power Constraints Considering State Transition Trajec-
tory: The network injection power of PSH is defined as the
difference of the generating power and pumping power in
(10a). In (10b), we extend the modeling method in [15] to
our generating power trajectory constraint considering state
transitions of PSH. The generating power pg

h,t is divided into
two components: p̃g

h,t is the component of generating power
that excludes transition trajectory; other terms in the right
hand side of (10b) composite the component of transition
trajectory. The component that excludes transition trajectory is
bounded in (10c). Analogously, the pumping power constraints
are expressed in (10d)-(10e). The maximum ramp rates for
both binary and ternary fixed speed PSH units are ranged from
1.7 to 2.1 MW/sec, while adjustable speed PSH units have
even faster ramp rates to provide primary frequency response,
which is referred to as ‘flywheel effect’ [26]. Thus, we do not
model ramp rate constraints since PSH power can be adjusted
without ramp rate limits in short time scales (eg, 5 min time
interval for real-time operations).

ph,t = pg
h,t − p

p
h,t (10a)

pg
h,t = p̃g

h,t +

TTig
h∑

τ=1

p̂ig
h,τ · w

ig
h,t−τ+1 +

TTgi
h∑

τ=1

p̂gi
h,τ ·

wgi
h,t−τ+TTgi

h+1
+

TTpg
h∑

τ=∆pg
h +1

p̂pg
h,τ · w

pg
h,t−τ+∆pg

h +1

+

∆gp
h∑

τ=1

p̂gp
h,τ · w

gp
h,t−τ+∆gp

h +1
(10b)

P g
h · ũ

g
h,t ≤ p̃

g
h,t ≤ P

g
h · ũ

g
h,t (10c)

pp
h,t = p̃p

h,t +

TTip
h∑

τ=1

(
−p̂ip

h,τ

)
· wip

h,t−τ+1 +

TTpi
h∑

τ=1

(
−p̂pi

h,τ

)
·

wpi
h,t−τ+TTpi

h+1
+

TTgp
h∑

τ=∆gp
h +1

(
−p̂gp

h,τ

)
· wgp

h,t−τ+∆gp
h +1

+

∆pg
h∑

τ=1

(
−p̂pg

h,τ

)
· wpg

h,t−τ+∆pg
h +1

(10d)

P p
h · ũ

p
h,t ≤ p̃

p
h,t ≤ P

p
h · ũ

p
h,t (10e)

4) Water Volume Balance and Limits: To better capture
the physical characteristics in engineering practice, energy
constraints were modeled in reservoir volume form in [27]–
[29]. Only the upper reservoir of PSH is modeled in most
works, because the lower reservoir can be a lake, a river, or
even an ocean, which contains a large volume of water. The
water volume dynamics, bounds, and final level are modeled in
(11). Natural inflow and evaporation are ignored in look-ahead

dispatch time horizon.

vr,t = vr,t−1 +
∑
h∈Hr

(
qp
h,t − q

g
h,t

)
· 3600 · δt (11a)

V r ≤ vr,t ≤ V r (11b)
V r,|T | ≤ vr,|T | ≤ V r,|T | (11c)

5) Input-Output Curve: The abstract form of the input-
output curves for generating and pumping states are defined
in (12a) and (12b), respectively. Note the flow rate qp

h,t is
represented as a function of the pumping power pp

h,t for
the pumping input-output curve. Detailed formulation for the
input-output curves are given in the next section.

pg
h,t = ϕg

h(qg
h,t, vh,t) (12a)

qp
h,t = ϕp

h(pp
h,t, vh,t) (12b)

It should be pointed out that we cancel ũg
h,t, ũ

p
h,t, ũ

i
h,t,

p̃g
h,t, and p̃p

h,t for a compact formulation when implementing
the model. These ancillary variables are kept in the article for
a clearer demonstration of the proposed model.

III. INPUT-OUTPUT CURVE APPROXIMATION

Piece-wise linear approximation methods for input-output
curve introduce extra integer variables to the model, which
might increase the solution time significantly when the shorter
time interval applies. To relieve the computational burden
brought by modeling the input-output curve, a zig-zag approx-
imation method is used in this work. The zig-zag formulation
is compact and strong for piece-wise linear approximation
[23]. In this section, we present two versions of the zig-zag
based modeling approach that are proposed in [23], namely,
integer zig-zag (ZZI) and binary zig-zag (ZZB). Performance
comparisons of them in our PSH model are provided in the
case study.

A. Binary Zig-zag based Modeling

The input-output curve for PSH is discretized and modeled
through piece-wise linear approximation approaches. Taking
the generating state an example, as shown in Fig. 2(a), a
rectangular box is selected from the mg × n grid in the
(qg
h,t, vh,t) space. This is achieved by our proposed zig-zag

formulations for PSH. As any four points in three-dimensional
space are not necessary in the same plane, triangular selection

… …

… …

… …

… …

… …

…
…

(a)

… …

… …

… …

… …

… …

…
…

(b)

Fig. 2. Conceptual illustration of the zig-zag base input-output curve
modeling: an example for the generating state. (a) rectangular selection (with
zig-zag formulation); (b) triangular selection.
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is then performed, as shown in Fig. 2(b). We omit the subscript
h, t of all the variables for simplicity hereafter in this section.

1) ZZB Formulation: The ZZB approach uses binaries
for decision variables in rectangular selection. The detailed
formulation is shown in (13), in which (13a)-(13e) and (13f)-
(13j) are designed for the generating and pumping states,
respectively.

For the generating state, given discretized points
(q̂g
i , v̂j , p̂

g
i,j), ∀i ∈ [1,mg]Z, ∀j ∈ [1, n]Z, decision variables

(qg, v, pg) are represented as a convex combination of all the
discretized points in (13a)-(13c) with continuous variables
φg
i,j ∈ [0, 1]. A convex combination of three of these points

is what we ultimately need to form a plane, which means the
sum of only three φg

i,j variables should equal to 1. Constraints
(13d) and (13e) are used to limit the number of points in the
convex combination to four (these four points correspond to
four vertices of a rectangle as shown in Fig. 2(a)). Triangular
selection, which is presented later in this section, further
makes it to three. In fact, (13d) and (13e) are combinations
of two special-ordered-sets-of-type-2 (SOS2) constraints.
Each of them are modeled by using zig-zag formulations.
In detail, constraint (13d) ensures at most two

∑n
j=1 φ

g
i,j

can be non-zero for all indices i. The same rule applies
to
∑mg

i=1 φ
g
i,j for all indices j in (13e). Finally, constraints

(13b)-(13e) establish a convex combination representation of
(q̂g
i , v̂j , p̂

g
i,j), (q̂g

i+1, v̂j , p̂
g
i+1,j), (q̂g

i , v̂j+1, p̂
g
i,j+1), and (q̂g

i+1,
v̂j+1, p̂

g
i+1,j+1). The choices of i and j are decided according

to the values of binary decision variables ςg
k and ζl.

In a similar manner, constraints for the pumping state are
constructed in (13f)-(13j), which can apply to both adjustable
speed and fixed speed PSH units. Binary variables are declared
in (13k). Note there exists no input-output curve that corre-
sponds to the idle state, however, given q̂g

i and p̂p
i are zero for

i = 1, an idle solution (i.e., qg, qp, pg, pp = 0 and v ∈ [V , V ])
is valid in (13).

qg =

mg∑
i=1

n∑
j=1

q̂g
i · φ

g
i,j , v =

mg∑
i=1

n∑
j=1

v̂g
j · φ

g
i,j (13a)

pg =

mg∑
i=1

n∑
j=1

p̂g
i,j · φ

g
i,j (13b)

mg∑
i=1

n∑
j=1

φg
i,j = 1, φg

i,j ≥ 0 (13c)

mg∑
i=1

Crg

i−1,k ·
n∑
j=1

φg
i,j

 ≤ ςg
k +

rg∑
`=k+1

2`−k−1 · ςg
`

≤
mg∑
i=1

Crg

i,k ·
n∑
j=1

φg
i,j

 ∀k = [1, rg]Z (13d)

n∑
j=1

(
Csj−1,l ·

mg∑
i=1

φg
i,j

)
≤ ζl +

s∑
`=l+1

2`−l−1 · ζ`

≤
n∑
j=1

(
Csj,l ·

mg∑
i=1

φg
i,j

)
∀l = [1, s]Z (13e)

pp =

mp∑
i=1

n∑
j=1

p̂p
i · φ

p
i,j , v =

mp∑
i=1

n∑
j=1

v̂p
j · φ

p
i,j (13f)

qp =

mp∑
i=1

n∑
j=1

q̂p
i,j · φ

p
i,j (13g)

mp∑
i=1

n∑
j=1

φp
i,j = 1, φp

i,j ≥ 0 (13h)

mp∑
i=1

Crp

i−1,k′ ·
n∑
j=1

φp
i,j

 ≤ ςp
k′ +

rp∑
`=k′+1

2`−k
′−1 · ςp

`

≤
mp∑
i=1

Crp

i,k′ ·
n∑
j=1

φp
i,j

 k′ = [1, rp]Z (13i)

n∑
j=1

(
Csj−1,l ·

mp∑
i=1

φp
i,j

)
≤ ζl +

s∑
`=l+1

2`−l−1 · ζ`

≤
n∑
j=1

(
Csj,l ·

mp∑
i=1

φp
i,j

)
∀l = [1, s]Z (13j)

ςg
k, ς

p
k′ , ζl ∈ {0, 1} ∀k = [1, rg]Z,∀k′ = [1, rp]Z,∀l = [1, s]Z

(13k)
where rg = dlog2(mg − 1)e, rp = dlog2(mp − 1)e, and s =
dlog2(n− 1)e are sizes of binary variables ςg

k, ζl, and ςp
k′ ,

respectively.
The coefficients in the ZZB formulation in (13d), (13e),

(13i), and (13j) can be obtained in (14), wherein matrix Cr is
defined in a recursive way (for simplicity, we use r to represent
rg, rp, and s; use k to represent indices k, k′, and l). Matrix
size of Cr is 2r × r. Denote Cri,k as the entry in the i-th row
and k-th column of matrix Cr, and Cri as the i-th row vector
of matrix Cr. Specially, Cr0,k = Cr1,k and Cr2r+1,k = Cr2r,k,
∀k ∈ [1, r]Z are defined. This coefficient value selection is
valid and efficient for SOS2 constraint modeling. Readers can
refer to [23] for more details.

C1 = (0, 1)> (14a)

Cr+1 =

(
Cr 02r×1

Cr + 12r×1 · Cr2r 12r×1

)
∀r ∈ Z+ (14b)

2) Triangular Selection: As mentioned previously, we use
triangular selection to make sure at most three φg

i,j values
can be non-zero for the generating state in (13). Triangular
selection constraints are provided in (15) to address this
requirement using the method in [30]. The basic idea is to
avoid simultaneous inclusion of four vertices of a rectangle
in the (qg, v) space. Four possible combinations of zg

1 and zg
2

values correspond to four anti-diagonal bands. Furthermore,
the union of these bands covers all the triangles that we need.
The detailed explanations in an illustrative example is provided
in subsection III-C to better explain the triangular selection.
The same constraints can be applied to the pumping state, as
also shown in (15) without duplicating the constraints.∑

(i,j)∈S1

φg(p)
i,j ≤ z

g(p)
1 ,

∑
(i,j)∈S2

φg(p)
i,j ≤ 1− zg(p)

1 (15a)

∑
(i,j)∈S3

φg(p)
i,j ≤ z

g(p)
2 ,

∑
(i,j)∈S4

φg(p)
i,j ≤ 1− zg(p)

2 (15b)
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zg(p)
1 , zg(p)

2 ∈ {0, 1} (15c)
where the sets S1 to S4 are defined in (16). a ≡ b (mod c)
means a and b are congruent modulo c, i.e., a − c · ba/cc =
b− c · ba/cc.
S1 = {(i, j) : i ≡ j (mod 2) and i+ j ≡ 2 (mod 4)} (16a)
S2 = {(i, j) : i ≡ j (mod 2) and i+ j ≡ 0 (mod 4)} (16b)
S3 = {(i, j) : i 6≡ j (mod 2) and i+ j ≡ 3 (mod 4)} (16c)
S4 = {(i, j) : i 6≡ j (mod 2) and i+ j ≡ 1 (mod 4)} (16d)

Finally, abstract input-output curve constraints (12) in sec-
tion II can be implemented by ZZB-based formulations, as
shown in (13) and (15).

B. Integer Zig-zag based Modeling
An alternative ZZI formulation, which uses integer rect-

angular selection variables, can be implemented by replac-
ing (13d)-(13e), (13i)-(13j), and (13k) to (17a)-(17b), (17c)-
(17d), and (17e), respectively. Constraints (17a)-(17b) are
used for rectangular selection in the generating state, while
corresponding constraints for the pumping state is shown in
(17c)-(17d). Taking (13d) and (17a) as an example, the term
ςg
k +

∑rg

`=k+1 2`−k−1 · ςg
` in (13d) is naturally an integer, thus

it can be equivalently replaced by an integer variable ς̃g
k in

(17a). Integer variables are declared in (17e).
mg∑
i=1

Crg

i−1,k ·
n∑
j=1

φg
i,j

 ≤ ς̃g
k ≤

mg∑
i=1

Crg

i,k ·
n∑
j=1

φg
i,j


∀k = [1, rg]Z (17a)

n∑
j=1

(
Csj−1,l ·

mg∑
i=1

φg
i,j

)
≤ ζ̃l ≤

n∑
j=1

(
Csj,l ·

mg∑
i=1

φg
i,j

)
∀l = [1, s]Z (17b)

mp∑
i=1

Crp

i−1,k′ ·
n∑
j=1

φp
i,j

 ≤ ς̃p
k′ ≤

mp∑
i=1

Crp

i,k′ ·
n∑
j=1

φp
i,j


∀k′ = [1, rp]Z (17c)

n∑
j=1

(
Csj−1,l ·

mp∑
i=1

φp
i,j

)
≤ ζ̃l ≤

n∑
j=1

(
Csj,l ·

mp∑
i=1

φp
i,j

)
∀l = [1, s]Z (17d)

ς̃g
k, ς̃

p
k′ , ζ̃l ∈ Z ∀k = [1, rg]Z, ∀k′ = [1, rp]Z,∀l = [1, s]Z

(17e)

C. An Illustrative Example
In this subsection, we show how the zig-zag approximation

formulation works through an illustrative case in the 6-bus sys-
tem in our case study. The ZZB formulation-based generating
input-output curve approximation with 4 pieces (mg = 5 and
n = 5) is taken as an example. The ZZI formulation can be
understood in a similar manner. Let φgq

i =
∑5
j=1 φ

g
i,j for the

convenience of presentation. From (13c)-(13d), we have,
φgq

3 + φgq
4 + 2φgq

5 ≤ ς
g
1 + ςg

2 ≤ φ
gq
2 + φgq

3 + 2φgq
4 + 2φgq

5 (18a)
φgq

4 + φgq
5 ≤ ς

g
2 ≤ φ

gq
3 + φgq

4 + φgq
5 (18b)

φgq
1 + φgq

2 + φgq
3 + φgq

4 + φgq
5 = 1 (18c)

φgq
1 , φ

gq
2 , φ

gq
3 , φ

gq
4 , φ

gq
5 ≥ 0 (18d)

Fig. 3. An illustrative example for the zig-zag method

For example, if ςg
1 = 0 and ςg

2 = 1, φgq
3 + φgq

4 + 2φgq
5 ≤

1 ≤ φgq
3 + φgq

4 + φgq
5 can be obtained from the LHS of (18a)

and the RHS of (18b), which indicates φgq
5 = 0. Then we

have φgq
3 + φgq

4 ≥ 1. Considering (18c) and (18d), we further
have φgq

3 + φgq
4 = 1, and φgq

1 , φ
gq
2 , φ

gq
5 = 0. Under different

combinations of ςg
1 and ςg

2 , the values of φgq
i are summarized in

Table II. Analogously, by letting φv
j =

∑5
i=1 φ

g
i,j , the values

of φv
j under different ζ1 and ζ2 follow the same rule in Table

II.
Given the solution in time period 9 as an example,

(ςg
1, ς

g
2, ζ1, ζ2) = (1, 0, 0, 0) implies φgq

2 +φgq
3 =

∑5
j=1 φ

g
2,j+∑5

j=1 φ
g
3,j = 1 and φv

1 + φv
2 =

∑5
i=1 φ

g
i,1 +

∑5
i=1 φ

g
i,2 = 1.

Considering (13c), as a result, φg
2,1 + φg

2,2 + φg
3,1 + φg

3,2 = 1.
With the convex combination definition in (13a), the high-
lighted grid block in Fig. 3 corresponds to the (1, 0, 0, 0)
combination of (ςg

1, ς
g
2, ζ1, ζ2). Furthermore, each grid block in

Fig. 3 corresponds to a combination of (ςg
1, ς

g
2, ζ1, ζ2) binary

values.
Since any four points in the (qg, v, pg) space do not

necessarily form a plane, triangular selection is necessary.
The values (z1, z2) = (0, 1) indicates φg

i,j = 0 for any
(i, j) ∈ S1

⋃
S4 from (15). As shown in Fig. 3, values of

φg
i,j for square markers (S1) and circle markers (S4) are zero.

Thus, φg
2,1 +φg

2,2 +φg
3,1 = 1, which forms the lower triangular

region of the highlighted grid block. Then, as shown by the
circular x-marker in Fig. 3, (qg, v, pg) is a convex combination
of (q̂g

2, v̂1, p̂
g
2,1), (q̂g

2, v̂2, p̂
g
2,2), and (q̂g

3, v̂1, p̂
g
3,1) for the PSH

unit in time period 9. Given a grid block in Fig. 3, the choice
in upper and lower triangles depends on the values of (zg

1, z
g
2).

TABLE II
VALUES OF φgqi UNDER DIFFERENT ςg1 AND ςg2

ςg
1 ςg

2 φgq
i

0 0 φgq
1 + φgq

2 = 1, φgq
3 = φgq

4 = φgq
5 = 0

1 0 φgq
2 + φgq

3 = 1, φgq
1 = φgq

4 = φgq
5 = 0

0 1 φgq
3 + φgq

4 = 1, φgq
1 = φgq

2 = φgq
5 = 0

1 1 φgq
4 + φgq

5 = 1, φgq
1 = φgq

2 = φgq
3 = 0
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1

4

2 3

5 6

G1

G3

G2W1PSH1

Fig. 4. Diagram for 6-bus system

IV. CASE STUDY

In this section, we report our case studies on 6-bus, 118-
bus, and 2383-bus systems. The 6-bus system is convenient
for modeling enhancement demonstration, while 118-bus and
2383-bus systems are used for scalability tests. In this work,
we use CPLEX 12.10 [31] to solve MILP problems on a
computer with Intel Core i7-9700 CPU and 64 GB RAM.

A. 6-Bus System: Modeling Enhancement Analysis

1) System Settings: As shown in Fig. 4, the 6-bus system
contains 3 thermal units, 1 wind farm, and 1 PSH unit,
with 300 MW, 50 MW, and 30 MW installed capacities,
respectively. Power bounds and minimum online/offline time
period parameters for the PSH are listed in Table III. Table
IV provides transition parameters for the PSH. The parameters
for the reservoir are given in Table V.

In this case, the PSH input-output curve and reservoir mod-
elings are expressed in (19). The input-output curve modelings
(19a) and (19b) are from [20], [32]. Polynomial modeling of
reservoir volume-head relation is shown in (19c).
pg = (ρ0 + ρ1q

g + ρ2q
g2 + ρ3h̃+ ρ4h̃

2 + ρ5q
gh̃) · qgh̃ (19a)

h̃ = ρ6 + ρ7q
p + ρ8q

p2 (19b)
v = ρ9 + ρ10h̃+ ρ11h̃

2 (19c)
where h̃ represents head of the reservoir. Subscripts are
omitted for simplicity.

2) Accurate Flexibility Quantification through Sub-hourly
Transition Modeling: In order to compare the PSH behaviors
in our proposed model and previous models wherein detailed
transitions are not considered, we experimented on a wind
power ramp case. The time interval is set as 5 minutes to
capture short-term wind power fluctuation. The optimization
horizon is one hour during the evening peak load period, when
the PSH unit is usually scheduled for generating in its daily
cycle, and the reservoir volume is on a relatively low level.
We set a target minimum terminal water level for the upper
reservoir based on the day-ahead unit commitment decision.

When detailed state transition is modeled, the net-
load/generation levels, PSH injection power, PSH status, and
reservoir volume are shown in (b), (d), (f), and (h) subplots
of Fig. 5, respectively. The corresponding results for the
detailed-transition-ignored case are shown in (a), (c), (e), and
(g) subplots of Fig. 5. If state transition times are ignored,
we found the PSH unit can switch from generating state

TABLE III
UNIT PARAMETERS FOR PSH IN 6-BUS SYSTEM

Bus P
g

P g P
p

2 30.0 MW 7.3 MW 30.0 MW

P p UTg UTp DT

30.0 MW 2 2 2

TABLE IV
UNIT TRANSITION PARAMETERS FOR PSH IN 6-BUS SYSTEM

transitions time periods trajectory

idle to generating ≈ 0 -
generating to idle 1 [2.43]
idle to pumping 3 [−3.75,−7.50,−22.50]
pumping to idle 2 [−15.00,−7.50]

generating to pumping 4 [1.82, 0.91,−7.50,−22.50]
pumping to generating 2 [−15.00, 1.82]

TABLE V
RESERVOIR PARAMETERS FOR PSH IN 6-BUS SYSTEM

min head max head min volume max volume

70.8 m 96.0 m 0 m3 706064.5 m3

to pumping mode, and sequentially from pumping state to
generating state very quickly. A series of of transitions from
idle to pumping, and from pumping to idle are implemented
in 10 minutes, as indicated in the highlighted part of Fig. 5
(c) and (e). This unrealistic modeling may overestimate the
flexibility of most normal fixed speed PSH units. As shown
in Fig. 5 (g) and (h), notice the detailed-transition-ignored
solution generates more on the first 25 minutes, however when
the pumped cannot be performed, the water in the upper
reservoir may not be enough for the peak load in the remaining
35 minutes. A further cost analysis will be presented later.

Moreover, we find that the PSH unit frequently switches its
status if detailed state transition is not modeled, which may be
more suitable for the technical features of batteries. PSH units
usually have longer-term cycles. When detailed state transition
is considered, the PSH unit also generates to address the wind
ramp event. However, as compared in Fig. 5 (e) and (f), the
occurrence of state transitions is reduced.

Therefore, our proposed model can more realistically quan-
tify the flexibility of PSH units. It accurately models the
detailed state transitions and potentially reduces the short-term
cycles, as PSH units are practically not feasible for such short-
term cycles.

3) Cost Benefit from Sub-hourly Transition Modeling:
We analyzed the flexibility quantification advantage of our
proposed model from a solution feasibility perspective. It is
also important to compare operational cost for both models in
the real time. Now we show how solutions from the detailed-
transition-ignored model can potentially increase system cost.

If PSH follows the dispatches from the detailed-transition-
ignored model, when it runs to 25 minutes, operators would
find PSH cannot transit to the pumping state so quickly. Then
a corrective strategy is needed. In real-time operations, correc-
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Fig. 5. Results comparison for 6 bus system: (a), (c), (e), (g) detailed transition ignored; (b), (d), (f), (h) detailed transition considered. Note the up and ũp

curves (as well as some parts of the ug and ũg curves) are overlapped in (f).

tive strategy could vary from different operation rules, which
is difficult to model in general. As a conceptual illustration, we
use our proposed model to re-optimizing a corrective strategy.
A cost evaluation is conducted for the detailed-transition-
ignored model in the following way:

• Follow the dispatch from the detailed-transition-ignored
solution for first 25 minutes, which can be implemented
through fixing respective dispatch in our proposed model.

• Re-optimize schedules for the remaining 35 minutes
through making them free in the optimization model.

We notice the PSH generates more in the first 25 minutes
by following the dispatch from the detailed-transition-ignored

TABLE VI
COST COMPARISONS

models load shedding
cost ($/MWh)

system
cost ($)

shedded
load (MWh)

curtailed
wind (MWh)

detailed transition
considered - 2034.9 0 0.975

detailed transition
ignored

50 2088.2 1.105 1.803
100 2143.4 1.105 1.803

solution. This makes the PSH unable to supply in the peak load
time periods in the remaining 35 minutes due to running out
of water in the reservoir, thus load curtailment is mandatory.
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TABLE VII
MAXIMUM ERROR FOR DIFFERENT NUMBERS OF PIECES

number
of pieces

max error
percentage

number
of pieces

max error
percentage

2 11.1% 8 0.5%
4 2.2% 16 0.1%

To address the feasibility issue, load shedding variables and
respective penalty cost terms are required to be included in
the cost evaluation model. Given different load shedding cost
settings, cost comparisons that we obtained are shown in Table
VI. As indicated, accurate quantification of the flexibility of
PSH units in a look-ahead dispatch can potentially reduce the
cost in comparison to the formulation that ignores transition
time modeling.

B. Scalability Test

We further use modified 118-bus [33] and 2383-bus [34]
systems to test the scalability of the proposed model in
larger systems. The computation time of zig-zag base piece-
wise linear approximation formulation is important to test. In
our numerical experiment, we use the formulation in [22]
for comparison, which was named as logarithmic convex
combination (LOG) and reported to be the most computation-
ally efficient formulation currently in [21]. Taking a typical
generating input-output curve as an example, as listed in Table
VII, the maximum estimation error from piece-wise linear
approximations is shown that input-output curve modeling is
necessary, as 11.1% of capacity maximum error applies for
the 2-piece case.

The 118-bus and 2383-bus systems are tested for the number
of pieces from 2 to 16, with 0.1% and 0.5% gap settings,
respectively. The look-ahead horizon is one hour in base cases,
which is more practical for large systems. Considering the
needs in near real time, time limits are set as 5 minutes. As
the PSH units in the test systems are fixed-speed, for testing
purpose, we change the number of pieces for generating flow
rate and volume by assuming they are set as the same. The
results for solution time of 118-bus and 2383-bus systems
are shown in Table VIII and Table X, respectively. For each
case, the fastest solution time among ZZI, ZZB, and LOG
formulations is marked in bold. As indicated, the existing
LOG formulation only wins a few cases, while the proposed
ZZI formulation wins the most. Particularly, for time intensive
cases, zig-zag approximation formulations perform better than
the LOG formulation. Note in the 16-piece case of 2383-bus
system, although ZZI doesn’t reach the gap, it provides a high-
quality solution.

Two sensitivity analyses are also performed in our numerical
simulation. Table IX shows the testing results when the look-
ahead horizon is extended to two hours in the 118-bus system.
The performances of ZZI, ZZB, and LOG formulations align
with the previous analysis. Congestion tests in the 2383-bus
system are also conducted by reducing the transmission line
limits on the base case. As indicated in Table XI, although
computational performances are case dependent (i.e., more
congested case may not necessarily take longer computation

TABLE VIII
COMPARISON FOR DIFFERENT NUMBER OF PIECES IN 118-BUS SYSTEM

number
of pieces

ZZI ZZB LOG

time (s) obj. (103$) time (s) obj. (103$) time (s) obj. (103$)

2 0.70 59.6 0.70 59.6 0.83 59.6
4 3.33 59.6 2.64 59.6 2.33 59.6
6 4.95 59.6 4.53 59.6 5.13 59.6
8 3.51 59.6 4.67 59.6 5.39 59.6
10 6.47 59.6 6.66 59.6 4.83 59.6
12 5.92 59.6 9.09 59.6 8.45 59.6
14 8.97 59.6 7.41 59.6 7.48 59.6
16 6.20 59.6 9.63 59.6 10.42 59.6

TABLE IX
COMPARISON FOR DIFFERENT NUMBER OF PIECES IN 118-BUS SYSTEM

(2 HOURS LOOK-AHEAD HORIZON)

number
of pieces

ZZI ZZB LOG

time (s) obj. (103$) time (s) obj. (103$) time (s) obj. (103$)

2 2.09 100.2 2.64 100.2 3.30 100.2
4 18.45 100.2 9.50 100.2 8.20 100.2
6 13.92 100.3 31.77 100.2 16.81 100.2
8 28.06 100.2 47.63 100.2 15.92 100.2
10 46.59 100.2 51.09 100.2 50.63 100.2
12 35.61 100.2 73.91 100.2 112.70 100.2
14 25.11 100.2 67.95 100.2 76.53 100.2
16 63.17 100.2 96.09 100.2 137.91 100.3

TABLE X
COMPARISON FOR DIFFERENT NUMBER OF PIECES IN 2383-BUS SYSTEM

number
of pieces

ZZI ZZB LOG

time (s) obj. (103$) time (s) obj. (103$) time (s) obj. (103$)

2 21.28 812.3 16.44 813.3 17.53 813.3
4 55.13 813.3 48.33 813.3 56.89 813.3
6 102.22 811.0 262.78 813.3 268.67 811.8
8 52.25 813.3 55.42 813.3 ≥ 300 −
10 214.63 810.7 ≥ 300 819.1 265.44 810.5
12 171.26 811.9 ≥ 300 1413.61 ≥ 300 −
14 202.08 810.6 ≥ 300 − ≥ 300 −
16 ≥ 300 810.8 293.97 811.4 ≥ 300 −

1 As this case doesn’t converge, only a feasible solution is found, which causes this
irregularly large objective value.

2 Symbol ‘−’ indicates CPLEX doesn’t find a feasible solution in 5 minutes.

TABLE XI
COMPARISON FOR DIFFERENT CONGESTION CONDITIONS IN 2383-BUS

SYSTEM (8 PIECES)

case
ZZI ZZB LOG

time (s) # of binding
trans. cons. time (s) # of binding

trans. cons. time (s) # of binding
trans. cons.

base case 52.25 24 55.42 24 ≥ 300 −
case 1 279.59 68 ≥ 300 72 ≥ 300 69
case 2 160.05 188 ≥ 300 189 ≥ 300 −

1 Symbol ‘−’ indicates CPLEX doesn’t find a feasible solution in 5 minutes.

time), the ZZI formulation has better performance. Note in
Table XI, as ZZB and LOG formulations do not converge in
some cases, slightly different numbers of binding transmission
line constraints appear for the same case setting.

Overall, compared with the existing LOG piece-wise lin-
ear approximation formulations in [21], [22] for the input-
output curve modeling, the ZZI formulation can improve the
computational time in most cases, and both ZZI and ZZB
formulations perform better in time intensive cases.
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V. CONCLUSION

This paper presents a PSH model that considers sub-hourly
state transitions and the detailed input-output curve for look-
ahead dispatch. A zig-zag approximation-based formulation
is used to model the input-output curves of PSH units. The
generating part of this formulation can also be used for
conventional hydro units. The conclusions of this work are,
• The proposed state transition model for PSH units can

more realistically quantify the flexibility of PSH units,
which might be overestimated in short-term operations if
detailed state transition limits are ignored.

• Compared with using the current most computationally
efficient piece-wise linear approximation method LOG
[21], [22] in input-output curve modeling, the ZZI formu-
lation can reduce the computational time in most cases,
also both ZZI and ZZB formulations perform better in
time intensive cases.
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